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Abstract— In autonomous driving, performing robust se-
mantic segmentation under adverse weather conditions is a
long-standing challenge. Imperfect camera observations under
adverse conditions result in images with reduced visibility, which
hinders label annotation and semantic scene understanding
based on these images. A common solution is to adopt semantic
segmentation models trained in a source domain with ground
truth labels and perform unsupervised domain adaptation (UDA)
from the source domain to an unlabeled target domain that
has adverse conditions. Due to imperfect visual observations
in the target domain, such adaptation needs special treatment
to achieve good performance. In this paper, we propose a new
compositional unsupervised domain adaptation (CompUDA)
method that disentangles the domain gap based on multiple
factors including style, visibility, and image quality. The domain
gaps caused by these individual factors can then be addressed
separately by introducing the intermediate domains. Specifically,
1) to address the style gap, we perform source-to-intermediate
domain adaptation and generate pseudo-labels for self-training
in the target domain; 2) to address the visibility gap, we perform
a geometry-aligned normal-to-adverse image translation and
introduce a synthetic domain; 3) finally, to address the image
quality gap between the synthetic and target domain, we perform
a synthetic-to-real adaptation based on the generated pseudo-
labels. Our compositional unsupervised domain adaptation
can be used in conjunction with a wide variety of semantic
segmentation methods and result in significant performance
improvement across datasets. The codes are available at https:
//github.com/zhengziqiang/CompUDA.

I. INTRODUCTION

Semantic scene understanding is an important and long-
standing problem in computer vision as it has been widely
adopted in applications such as autonomous driving, robot
grasping and navigation, and medical analysis. Let us take
autonomous driving as the context for this paper. Making
semantic scene understanding work robustly for different
scenarios is an extremely challenging task. State-of-the-art
methods for semantic segmentation are mainly based on
supervised learning and thus require a large amount of pixel-
level annotations for training. In autonomous driving, these
labels are generally acquired under normal conditions such
as daytime and clear weather, since images captured under
such conditions have the best details for annotation. However,
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the trained model on these normal conditions may generalize
poorly to adverse weather conditions, including nighttime,
rainy, foggy, and snowy conditions. This is because images
acquired under these adverse conditions are imperfect, i.e.,
the images tend to have significant differences with images
under normal conditions such as appearance, visibility, image
quality, etc., making it challenging to predict robust and
accurate pixel-level semantic outputs.

A common approach to improve semantic scene understand-
ing under adverse conditions is to perform domain adaptation
for models trained in the source domain to work in the target
domain. Several domain adaptation methods exist, and a
common setting is unsupervised domain adaptation, which
aims at transferring the shared knowledge from a labeled
source domain to a new target domain without labels. In the
context of autonomous driving, domain adaptation for the
semantic segmentation task has achieved a wide range of
success, including synthetic-to-real adaptation, cross-camera
adaptation, and cross-city adaptation. However, a limitation is
that these methods generally consider domain gaps as a single
entity, where image differences between the source domain
and the target domain are explained by a sole dominant factor
such as time of day, location, visibility, etc. Unfortunately, the
real-world domain gap is compositional; there is often more
than one factor that causes data difference between the source
and the target domain, and these factors are mixed in the
observations of the target domain. Addressing compositional
domain gaps is therefore of great interest in domain adaption
for real applications.

Intuitively, we could directly perform the domain adaptation
between the source and the target domain, as depicted by the
red arrow in Fig. 1. Due to the huge domain shift between the
source domain and the target domain due to mixed factors,
the domain adaptation performance is limited [1], [2], [3], [4].
Recent work [5], [6], [7] decouples the domain adaptation
problem into a source-to-intermediate domain adaptation and
an intermediate-to-target domain adaptation. These methods
aim to cumulatively adapt style and visibility shift from
the source domain to the target domain, as depicted by the
blue arrows in Fig. 1. However, it remains challenging to
perform domain adaptation between the reference images in
the intermediate domain and the target images especially when
the target images are collected under some adverse conditions
(e.g., nighttime and rainy nighttime). The cumulative UDA
algorithms also heavily suffer from such visibility degradation
problems.

In this work, we proposed a compositional unsupervised
domain adaptation (CompUDA) framework, which contains
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Fig. 1. The comparison between the previous UDA algorithms and our CompUDA. Traditional UDA simply adapts between the source and the target domain
(red arrow). Cumulative UDA introduces the intermediate domain (blue arrows) to address the domain gap via a two-stage procedure. Our compositional
UDA method (green arrows) further decomposes the intermediate-to-target domain adaptation into smaller steps. We introduce a new synthetic domain
in the middle to model the visibility gap by a geometry-aligned image translation step and a synthetic-to-real translation step, in which we utilize the
information asymmetry between normal and adverse conditions for better image synthesis. Best viewed in color.

three main procedures as described by the green arrows
in Fig. 1: 1) Source-to-intermediate domain adaptation
for addressing the style shift; 2) Geometry-aligned image
translation for reducing the visibility shift between the
reference images in the intermediate domain and the target
images; and 3) Synthetic-to-real domain adaptation with
pseudo-label assignment. Compared to previous methods,
our adaptation for intermediate-to-target domain is more
sophisticated. Unlike previous cumulative UDA algorithms,
we address the visibility shift by further decomposing it
into normal-to-adverse geometry-aligned image translation
and synthetic-to-real adaptation. The pseudo-labels generated
in the intermediate domain can be used to supervise the
synthetic-to-real adaptation since the generated pseudo-labels
are inherited for the synthesized counterparts from the
reference images. Our performance gain is achieved by
more reliable pseudo-labels in the intermediate domain
(rather than the target domain in previous direct UDA and
cumulative UDA algorithms) and better image synthesis from
the normal-to-adverse geometry-aligned image translation.
Our compositional domain adaptation method is general and
can improve upon different semantic scene understanding
methods. The main contributions of this paper are as follows:

• We introduce a novel compositional domain adaptation
framework that decouples a general domain gap into
individual factors that can be addressed separately.

• We address the visibility shift by introducing a novel
intermediate domain known as the synthetic image do-
main, obtained by a geometry-aligned image translation
step and further adapted by a synthetic-to-real translation
step.

• We demonstrate the state-of-the-art performance of our
CompUDA on different semantic segmentation methods
across datasets.

II. RELATED WORK

Domain adaptive semantic segmentation algorithms aim
to transfer the learned knowledge in the source domain
to the target domain at the pixel level. The Maximum
Mean Discrepancy (MMD) [8] algorithms are introduced to
learn the domain-invariant representations by minimizing the

domain discrepancy. Liu et al. [9] utilize the Kullback-Leibler
divergence on the mean and variance stored in the batch
normalization layer of the model to make the data distributions
similar to each other. The adversarial training [10], [11] for
domain adaptation is to model the domain style shift in a min-
max manner with a domain classifier. Hoffman et al. [10]
first applied the adversarial training for domain adaptive
semantic segmentation and designed a specific category
adaptation strategy by transferring the label statistics of
the source domain to the target domain. The self-training
strategy [12] first generates the pseudo labels in the target
domain considering the structural consistency across domains
and utilizes such pseudo labels for retraining the segmentation
model in the target domain. Chen et al. [12] proposed the max
square loss based on the gradient to alleviate the imbalanced
class distribution. The knowledge distillation [13], [14] is to
transfer the learned knowledge from a teacher network to a
student network by minimizing the divergence between the
predicted distribution of these two networks. DAFormer [13]
adopted the SegFormer [15] into the domain adaptation and
achieve a significant performance improvement compared
with the non-transformer algorithms. The recent state-of-
the-art HRDA [14] performs the high-resolution domain
adaptation based on the multi-resolution training and fusion
strategy.

Domain adaptive semantic segmentation under adverse
conditions aims to transfer the semantic segmentation model
from the normal condition to various adverse conditions.
MGADA [6] adopted an intermediate domain (twilight
domain) to gradually reduce the distribution discrepancy.
DANNet [2] uses a style translation network to transform
different domains into the same style. HeatNet [16] addition-
ally uses thermal data that is not sensitive to illumination.
Gao et al. [17] leverage the domain shift and regard the
cross-domain correlation as the concrete representation of
the domain shift to conduct domain adaptation. The recent
Refign [18] adopts the pre-trained alignment module to warp
the reference image to refine the generated pseudo label
in the target domains. However, the geometry alignment
requires training with large-scale additional datasets as well as



Fig. 2. The framework overview of the proposed method. The reference images collected under the normal condition (daytime) are regarded from the
intermediate domain. We first perform the unsupervised domain adaptation (UDA) between the source domain and the intermediate domain and generated
the pseudo labels for the daytime images. We assume the availability of image-level one-to-one correspondences (geometry alignment) between the daytime
images and the low visibility images captured under various adverse conditions. We propose to use a geometry-aligned image translation to transfer the
daytime images from the intermediate domain to a synthetic domain for reducing the visibility gap. We then conduct a final synthetic-to-real adaptation
between the synthesized images and the target images.

running structure-from-motion which is expensive to achieve.
In contrast, our proposed method does not require any pre-
trained module or additional training data.

III. OUR METHOD

A. Overview

We first provide the preliminaries for cross-domain seman-
tic segmentation. Ns labeled source images {xi

s}
Ns
i=1 from the

source domain S are provided with the corresponding dense
pixel-level annotations {ysi }

Ns
1=1. We assume the availability

of paired reference images {xi
r}

Nr
i=1 (from the intermediate

domain I) and target images {xi
t}

Nt
i=1 (from the target domain

T ) with one-to-one geometric correspondences (xi
r, x

i
t),

where Nr = Nt indicating the number of reference images
and target images. It is worth noting that both reference
images and target images are unlabelled. Our goal is to
transfer the segmentation knowledge from the source domain
S to the target domain T . We model the domain gap between
the source images and the target images by a composition of
individual factors including style and visibility shifts, where
we further decompose the visibility shift into a geometry-
aligned image translation and a synthetic-to-real translation
characterized by a new synthetic domain. Our framework
is illustrated in Fig. 1 and Fig. 2, which include source-to-
intermediate adaptation, geometry-aligned image translation,
and synthetic-to-real adaptation as the main steps along with
a pseudo-label assignment step.

B. Source-to-Intermediate Adaptation

We first conduct the UDA between the source images and
the reference images. Since only the labels for source images
are available, the supervised cross-entropy loss LS

ce can only
be calculated based on the predictions and the source labels
as follows:

LS
ce = −

H∑
i=1

W∑
j=1

C∑
c=1

ysijc log ŷ
s
ijc, (1)

where H and W are the image height and width of source
images respectively. C indicates the pre-defined number of
the total semantic categories. ysijc is the given source label
and ŷsijc indicates the predicted class distribution based on the
source image. We adopt the self-training strategy to generate
the pseudo-labels and the model is iteratively adapted to
the intermediate domain by optimizing it with the generated
pseudo labels as follows:

LI
ce = −

H∑
i=1

W∑
j=1

C∑
c=1

(yrijc|xr) log ŷ
r
ijc, (2)

where yrijc is the pseudo-label generated based on the
reference image xr from the intermediate domain, and ŷrijc is
the predicted label. Considering that both the source images
and the reference images are collected under the normal
condition, with only the style shift, the model could generate
more reliable and accurate pseudo-labels in the intermediate
domain compared with the target domain.

C. Geometry-aligned Image Translation

We proposed to conduct effective and reliable image
synthesis for reducing the visibility gap between the normal
condition and various adverse weather conditions based on
reference-guided image synthesis [19], [20]. In this section,
we perform the geometry-aligned image translation, which
aims at generating target-like images with the same source
content, which can reduce the visibility shift. Given the
geometry-aligned pair (xr, xt), we fed xr into a content
network to extract the content representations and fed xt to
a style network to extract its visibility representations. We
adopt FAdaIN for style transfer from xt to xr as follows:

FAdaIN(z, fxt) = σ(fxt)

(
z − µ(z)

σ(z)

)
+ µ(fxt), (3)

where µ(z) and σ(z) are the mean and standard deviation
of the fused feature representation z for geometry-aligned



image synthesis, and fxt
is the style feature representation

extracted from the target image xt. To stabilize the entire
training procedure, we use the hinge-based adversarial loss
and define the generator loss LG and the discriminator loss
LD as:

LG = −E[D(G(xr, xt))] + LFM (G(xr, xt), xr), (4)

LD =− E[min(−1 +D(xt), 0)]

− E[min(−1−D(G(xr, xt)), 0)],
(5)

where we adopt the feature matching loss LFM designed in
Pix2pixHD [21] to match the intermediate feature representa-
tions between the generated images and the original reference
images at different layers of a multi-scale discriminator [19].
Pseudo-label assignment. After optimizing the geometry-
aligned image translation model, our objective is to generate
pseudo-labels for the synthesized images x̃r = G(xr, xt)
in the target domain based on the aligned reference-target
image pairs. Particularly, we assign the pseudo-labels of
the reference images to x̃r for constructing the image-label
pairs (x̃r, y

r), where yr is the pseudo-label generated based
on the original reference image xr at the former source-to-
intermediate domain adaptation.

D. Synthetic-to-Real Adaptation

Finally, we perform the synthetic-to-real adaptation be-
tween the synthetic domain and the target domain to reduce
the image quality gap. Similarly, we compute the supervised
cross-entropy loss in the synthetic image domain as follows:

LĨ
ce = −

H∑
i=1

W∑
j=1

C∑
c=1

yrijc log(ŷ
r
ijc|G(xr, xt)), (6)

where the ŷrijc is the predicted class distribution based on
the synthesized image G(xr, xt). Importantly, we do not
address the visibility shift in the proposed framework, and in
contrast, we aim to reduce the image quality gap by generating
the pseudo-labels in the target domain and constructing the
supervision as:

LT
ce = −

H∑
i=1

W∑
j=1

C∑
c=1

(ytijc|xt) log ŷ
t
ijc, (7)

where we could obtain more reliable domain adaptation
since both the synthesized images and the target images
are with similar appearance representations and the image
quality gap is smaller than the visibility shift. Note that the
two UDA procedures (source-to-intermediate and synthetic-
to-real) are optimized separately. The UDA and geometry-
alignment image translation components in our method could
also be replaced with other alternative counterparts for more
effective domain adaptation.

IV. EXPERIMENTS

A. Implementation Details and Datasets

Implementation details. For all the domain adaptive semantic
segmentation under various adverse conditions, the source
domain is set to clear Cityscapes dataset. As for the target

domain data, we adopted the ACDC dataset [22], Dark
Zurich dataset [23], the nighttime images in the BDD100K
dataset [24], Nighttime Driving [25] and Alderley dataset [26].
To demonstrate the flexibility of the proposed method,
we combine our method with three state-of-the-art UDA
methods: DACS [1] (DeepLabv2 [27] based); DAFormer [13]
(SegFormer based); HRDA [14] (DAFormer based). We have
achieved significant improvement among different baselines.
The image resolution is set to 2048× 1024 (512× 256 for
Cityscapes-to-Alderley adaptation) to perform high-resolution
image generation.
Datasets. Cityscapes dataset [28] is a real-world dataset
composed of street view images captured in 50 different
cities. Its data split includes 2,975 training images and 500
validation images. All the images from this dataset are
regarded as source images and labeled with dense pixel-
wise category annotations. ACDC dataset [22] contains four
adverse-condition categories (fog, rain, snow, and nighttime)
with pixel-level annotations. Each of them contains 1,000
images and is split into the training set, validation set, and
testing set for roughly 4:1:5 proportion. The annotations for
the test set are withheld for online evaluation. Dark Zurich
dataset [23] is captured in Zurich, with 3,041 daytime, 2,920
twilight, and 2,416 nighttime images for training, which
are all unlabeled with a resolution of 1, 920× 1, 080. Each
nighttime image has a corresponding daytime image as the
auxiliary image, which constitutes an image pair for geometry-
aligned image synthesis in our proposed framework. We use
the 2,416 night-day image pairs in our training process. The
Dark Zurich also contains 201 manually annotated nighttime
images, of which 151 (Dark Zurich-test) are used for testing
and 50 (Dark Zurich val) are used for validation. Note that the
evaluation of the Dark Zurich test only serves as an online
benchmark, and its ground truth is not publicly available.
The testing images from the Foggy Zurich and BDD100K
datasets are adopted for testing the generalization ability of
the optimized segmentation model. Alderley dataset [26] is
a vision dataset gathered from a car driven around Alderley,
Queensland in two different conditions for the same route: one
on a sunny day and one during a rainy night. The day-night
correspondences are provided based on the GPS alignment.
Due to that there are no manually annotated dense pixel-
level semantic segmentation annotations, we only provide
qualitative results.

B. Comparisons with SOTAs

ACDC. We compare our proposed method with some existing
state-of-the-art methods, including DMAda [25], GCMA [23],
MGCDA [23], DANNet [2], and several other domain
adaptation approaches [13], [14], [18] on Dark Zurich-test and
ACDC dataset. The MGCDA, GCMA, DMAda, and DANNet
adopt the RefineNet [29] as the baseline, while other methods
use the Deeplab-v2 [27]. In our proposed method, we choose
SegFormer [15] as the network backbone considering its
powerful ability to extract the feature representations. To
make a fair comparison, we also report the experimental
results based on RefineNet and Deeplab-v2. The comparisons



TABLE I
Comparison with previous UDA methods on the Cityscapes → ACDC domain adaptation.

Methods Road S.walk Build. Wall Fence Pole Tr.Light Sign Veget. Terrain Sky Person Rider Car Truck Bus Train M.bike Bike mIoU↑

MGCDA (RefineNet) [6] 73.4 28.7 69.9 19.3 26.3 36.8 53.0 53.3 75.4 32.0 84.6 51.0 26.1 77.6 43.2 45.9 53.9 32.7 41.5 48.7
DANNet (PSPNet) [2] 84.3 54.2 77.6 38.0 30.0 18.9 41.6 35.2 71.3 39.4 86.6 48.7 29.2 76.2 41.6 43.0 58.6 32.6 43.9 50.0
DANIA (PSPNet) [3] 88.4 60.6 81.1 37.1 32.8 28.4 43.2 42.6 77.7 50.5 90.5 51.5 31.1 76.0 37.4 44.9 64.0 31.8 46.3 53.5

DACS [1] 58.5 34.7 76.4 20.9 22.6 31.7 32.7 46.8 58.7 39.0 36.3 43.7 20.5 72.3 39.6 34.8 51.1 24.6 38.2 41.2
CompUDA (DACS) 52.4 54.5 75.6 30.6 26.8 35.6 44.7 47.8 74.5 40.5 39.1 45.1 20.6 76.3 47.2 40.5 64.9 36.2 40.1 47.0

DAFormer [13] 56.9 45.4 84.7 44.7 35.1 48.6 44.8 57.4 69.5 52.9 45.8 57.1 28.2 82.8 57.2 63.9 84.0 40.2 50.5 55.3
DAFormer† 57.4 48.7 85.1 43.5 38.7 50.1 46.1 58.1 67.3 52.8 49.1 56.1 28.1 84.2 59.1 67.1 81.5 43.5 50.5 56.2

CompUDA (DAFormer) 92.5 71.6 87.2 45.3 39.8 54.2 70.2 68.2 86.4 50.8 94.8 65.2 45.5 87.2 60.9 69.9 84.5 50.6 59.9 67.6

HRDA [14] 88.3 57.9 88.1 55.2 36.7 56.3 62.9 65.3 68.8 57.7 85.9 68.9 45.7 88.5 76.4 82.4 87.7 52.7 60.4 68.0
HRDA† 93.0 73.5 87.9 50.4 42.7 55.6 71.1 68.7 85.9 51.0 94.3 67.5 45.5 87.4 63.7 69.0 79.7 50.7 60.9 68.3

CompUDA (HRDA) 92.7 71.5 89.5 61.6 39.8 51.0 72.0 67.2 82.8 58.7 92.9 67.0 46.4 89.3 75.3 81.2 88.7 56.3 62.4 71.1

Fig. 3. Qualitative geometry-aligned image translation results under four
different weather conditions on the ACDC dataset. We also provide the
reference images with geometry correspondences with the input images for
better comparison.

Fig. 4. The qualitative semantic segmentation results generated by different
UDA algorithms on the Alderley dataset.

with the recent DAFormer [13], SePiCo [30] and HRDA [14]
are also reported. We present comparisons to several state-of-
the-art methods on the ACDC test set in Table I. Applying our
CompUDA based on DAFormer results in a mIoU of 71.1%, a
new state-of-the-art in domain adaptation from Cityscapes-to-
ACDC adaptation. Besides, we also report the experimental
results of performing the cumulative UDA based on the
different UDA algorithms (DAFormer and HRDA), denoted
as DAFormer† and HRDA†. We perform domain adaptation
twice: source-to-intermediate adaptation and intermediate-
to-target adaptation. The generated pseudo labels by the
first stage are regarded as the labels for full supervision.
As reported, DAFormer† and HRDA† could only achieve
marginal improvement compared with the vanilla version
since the two methods still suffer from the visibility shift. The
results of using various segmentation backbones as reported
in Table I have also shown the flexibility of our CompUDA.

We provide qualitative image synthesis results in Fig. 3
to demonstrate that CompUDA could effectively reduce the

visibility shift on ACDC dataset [22]. The image synthesis
results under four weather conditions: night, snow, foggy,
and rain are included. Besides, we have also provided the
corresponding target images with geometry correspondences
for better illustration. As illustrated, the proposed method
could effectively simulate the visibility shift to various
weather conditions and generate high naturalness images
with a small image quality gap with the real target images.
Dark Zurich. We conduct experiments on the Dark Zurich-
test benchmark and we compare the recent works in Table II.
Following previous works, the trained Dark Zurich models
are also tested for evaluating the generalization on Nighttime
Driving [25] and BDD100k-night [24] in Table III. The
proposed CompUDA definitely achieved the highest 62.9%
mIoU, demonstrating a superior ability of our method over
the existing algorithms.
Alderley. Similarly, we perform experiments under a more
challenging rainy nighttime condition. The light reflection
and the raindrops lead to a huge challenge to accurately
identify objects. Since there is no ground truth provided
on the Alderley dataset, we only provide the qualitative
results comparison of different methods in Fig. 4. “w/o UDA”
indicates directly performing the semantic segmentation based
on a pre-trained segmentation model on the Cityscapes
dataset. “w/ UDA” indicates the setting that we perform
the UDA (HRDA) between the source images (Cityscapes
dataset) and the target rainy nighttime images (Alderley
dataset). Compared with these two settings, our CompUDA
could achieve better domain adaptive semantic segmentation
performance by conducting a compositional unsupervised
domain adaptation.

C. Ablation Studies

To better dissect the contribution of each part of the
proposed method, we conduct the ablation studies on
Cityscapes→ACDC (nighttime) adaptation for better compar-
ison since there is a large visibility shift between the daytime
images and the nighttime images. All the experimental
results are reported in Table IV. Directly performing source-
to-target (also daytime-to-nighttime) adaptation leads to
55.2% mIoU. By introducing the daytime reference images
from the intermediate domain, the cumulative UDA could
achieve marginal performance improvement. We also conduct
the source-to-intermediate domain adaptation to obtain an
adaptive segmentation model on the daytime image domain on
the ACDC dataset. The adverse-to-normal (also nighttime-



TABLE II
Comparison with previous UDA methods on the Cityscapes → Dark Zurich-test set domain adaptation. † indicates to perform the UDA cumulatively. We

perform the UDA algorithms from source-to-intermediate and intermediate-to-target adaptations.

Methods Road S.walk Build. Wall Fence Pole Tr.Light Sign Veget. Terrain Sky Person Rider Car Truck Bus Train M.bike Bike mIoU↑

DMAda [25] 75.5 29.1 48.6 21.3 14.3 34.3 36.8 29.9 49.4 13.8 0.4 43.3 50.2 69.4 18.4 0.0 27.6 34.9 11.9 32.1
GCMA [23] 81.7 46.9 58.8 22.0 20.0 41.2 40.5 41.6 64.8 31.0 32.1 53.5 47.5 75.5 39.2 0.0 49.6 30.7 21.0 42.0
MGCDA [6] 80.3 49.3 66.2 7.8 11.0 41.4 38.9 39.0 64.1 18.0 55.8 52.1 53.5 74.7 66.0 0.0 37.5 29.1 22.7 42.5

DANNet (RefineNet) [6] 90.0 54.0 74.8 41.0 21.1 25.0 26.8 30.2 72.0 26.2 84.0 47.0 33.9 68.2 19.0 0.3 66.4 38.3 23.6 44.3
CCDistill [17] 89.6 58.1 70.6 36.6 22.5 33.0 27.0 30.5 68.3 33.0 80.9 42.3 40.1 69.4 58.1 0.1 72.6 47.7 21.3 47.5
SePiCo [30] 93.2 68.1 73.7 32.8 16.3 54.6 49.5 48.1 74.2 31.0 86.3 57.9 50.9 82.4 52.2 1.3 83.8 43.9 29.8 54.2

DAFormer [13] 92.0 63.0 67.2 28.9 13.1 44.0 42.0 42.3 70.7 28.2 83.6 51.1 39.1 76.4 31.7 0.0 78.3 43.9 26.5 48.5
DAFormer† 94.0 69.1 70.4 35.1 19.4 58.5 52.4 39.4 67.4 17.5 85.6 56.2 43.6 79.5 40.3 1.7 80.6 44.1 30.1 51.8

CompUDA (DAFormer) 95.7 77.4 83.6 50.0 34.2 62.5 62.2 70.0 81.1 16.7 91.5 67.3 60.0 88.1 5.5 32.1 90.8 55.7 41.4 61.4

HRDA [14] 90.4 56.3 72.0 39.5 19.5 57.8 52.7 43.1 59.3 29.1 70.5 60.0 58.6 84.0 75.5 11.2 90.5 51.6 40.9 55.9
HRDA† 91.4 57.4 70.6 44.2 23.6 59.4 55.1 40.3 56.7 34.5 73.1 63.5 60.4 80.5 78.3 15.2 90.9 47.8 43.2 57.2

CompUDA (HRDA) 94.3 72.2 79.1 47.0 35.0 57.6 57.0 59.5 72.8 40.2 88.2 62.9 60.4 85.7 87.6 0.2 92.3 61.5 41.3 62.9

TABLE III
Trained models are tested for generalization on the Nighttime Driving and

BDD100k-night test sets.

mIoU ↑Method Nighttime Driving BDD100k-night

DMAda (RefineNet) [25] 36.1 28.3
GCMA (RefineNet) [23] 45.6 33.2
MGCDA (RefineNet) [6] 49.4 34.9
CDAda (RefineNet) [31] 50.9 33.8
DANNet (PSPNet) [6] 47.7 28.0
DANIA (PSPNet) [3] 48.4 27.0

CCDistill (RefineNet) [17] 46.2 33.0
SePiCo (DAFormer) [30] 57.1 36.9

DAFormer [13] 51.8 34.2

Ours (DAFormer) 59.1 38.4

to-daytime) image synthesis is then conducted to transfer the
testing nighttime images to the daytime domain for evaluation.
However, we observe a significant performance drop since it
is a very challenging task to synthesize high-quality daytime
image outputs from degraded nighttime images. Furthermore,
without a compositional manner, we directly perform the
source-to-target image synthesis and also the synthetic-
to-real domain adaptation to bridge the final domain gap.
Without the geometry correspondence, the image synthesis
could not introduce a significant performance gain. In contrast,
our CompUDA separates the mixed domain gap into three
separate style, visibility, and image quality factors, leading to
the best domain adaptive semantic segmentation performance
among all the settings.
Does visibility matter? We explored different scales of
improvement under different conditions, e.g., rainy and
nighttime. The rainy images have the best visibility among
the four conditions on ACDC dataset while in contrast,
the nighttime images have poor visibility. We compare the
proposed method with the HRDA on the two settings in
Table V. HRDA cannot achieve a satisfactory performance
under the nighttime setting and our method has gained a large
gain over HRDA. Meanwhile, only marginal improvement
has been achieved in the rainy setting.
Comparison with Refign. The recent work Refign [18] could
achieve better results (72.1% vs. 71.1% mIoU on ACDC
dataset and 63.9% vs. 62.9% mIoU on Dark Zurich dataset)
than the proposed CompUDA based on a pre-trained geometry
alignment module on additional large-scale data. Besides,
the geometry alignment module is also optimized simul-
taneously with the semantic segmentation module. Refign

highly depends on geometric matching and requires additional
geometric constraints from extra annotation. However, our
CompUDA only requires image-level correspondence, which
is easy to obtain. Our method is favorable in that it is task-
agnostic and does not require additional labels for training.
The proposed method could also be combined with other
domain adaptation algorithms seamlessly.

V. CONCLUSION

In this paper, we propose a compositional unsupervised
domain adaptation framework to address the problem of
semantic segmentation under adverse conditions. We validate
the effectiveness of properly handling two kinds of domain
shifts, i.e. style and visibility difference, where the visibility
shift is further decomposed and addressed by a geometry-
aligned image translation and a synthetic-to-real adaptation
via a new synthetic domain. Experimental results confirm the
effectiveness of our proposed method across datasets.

Despite our state-of-the-art performance, our method is
not without limitations. Since the distillation is based on
the domain shift between the source and target domain, it
cannot always be effective enough for all adverse conditions,
which will be further explored in our future work. Directly
performing semantic segmentation on the generated target-
like images cannot lead to a large performance gain since the
image synthesis might introduce some unsatisfactory visual
artifacts. Addressing this problem is left to our future work.
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